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Abstract: In this paper, we introduce the concept of permissible logic perturbations as a method for logic optimization of multi-level digital circuits.
The presented approach, denoted as a wave synthesis, refers to a sequence of procedures performed in order of logic levels that transform a
perturbation region of multi-input, multi-output wires into a multi-input, multi-output logic subcircuit. Primary goat of the wave synthesis, which in
contrast to the other methods for logic optimization relies on fault simulation and test pattern generation algorithms, is the area optimization of the
initial, technology-independent multi-level circuit. We have verified the wave synthesis concept for several multi-input, multi-output combinational
circuits and the experimental results obtained with the prototype software WASP confirmed the presented approach.

Logi¢ne perturbacij
italnih vezij

Kljuéne besede: vezja digitalna, optimizacija vezij digitainih, perturbacije logiéne, generiranje vzorcev testnih, simulacija napak, vezja digitalna
vednivojska, metoda valovne sinteze, vezja enoizhodna, vezja vedizhodna, rezultati eksperimentalni, algotitmi optimizacijski

Povzetek: V &lanku je predstavijena metoda za optimizacijo vecnivojskih logi¢nih vezij na osnovi dovoljenih perturbacij. Predlagana metoda,
imenovana valovna sinteza, temefji na zaporedju procedur s katerimi vedvhodno, vedizhodno perturbacijsko podrocje pretvorimo v veévhodno,
vedizhodno mutacijsko podvezje. Osnovni cilj valovne sinteze, ki v nasprotju z ostalimi metodami za logi¢no optimizacijo temelji na algoritmih za
generacijo testnih vzorcev ter simulacijo napak, je optimizacija vezij s staliséa povrsine. Metodo smo preverili na mnozici testnih vezij in
eksperimentalni rezultati so potrdili kvaliteto predliaganega pristopa.

1 Introduction In this paper, logic optimization based on the concept

of undetectable perturbations is discussed. The follow-
The increasing complexity of the modem VLSI circuitry ing discussion begins with the basic notations and
is me feasible thr‘ough the advanced CAD systems definitions, followed by the description of the optimiza-
which as one of the important componentsinclude logic tion method. Experimental results on the benchmark
optimization tools. Automatic logic synthesis and opti- circuits confirmed the proposed method.

mization tools transform a high-level logic description

into a multi-level network of realizable logic gates /1/. . Lo
2 Notations and Definitions

The concept of logic perturbations has already been
proven for optimizing multi-level logic combinational
Boolean networks. It was first demonstrated in a
transduction method, acronym for transformation and
reduction, presented in /2/. Circuit transformations and
reductions based on the permissible functions were
repeatedly applied until a network of the sufficient lower
cost was obtained. In this sense, the transduction

We consider a synchronous multi-level Boolean net-
work as shown in Figure 1; all flip-flops (FFs) are implic-
ity synchronized with a single clock. All combinational
logic nodes of the direct acyclic graph (DAG) between
primary/pseudo-primary inputs  (Pl/PP1) and pri-
mary/pseudo-primary outputs (PO/PPO) are assigned
into two basic partitions: a synthesized permissible mu-
tation subcircuit Mi(1<i<j) and a remainder subcircuit Rj.

methOd was 3|gn|fx.oannﬂy. different _from the kn'own de- Both subcircuits are separated by a target perturbation
sign methods. Optimization by logic perturbations has region Pj. Initially, and as shown in Figure 1, this region
been further investigated in /3. In particular, the re- consists of p directed edges or wires. We will refer to
piacement of a gate in a synchronous Boolean network any pair of input pins of this region as (a, b), and the
was modeled by a perturbation of the gate functionality. output pins as (a*, b*), respectively. Depending on the

. . context, we may also refer to a wire pair (a, b) in Pj.
Perturbations presented in /4,5,6/ are based on redun- y pair (a, b) !

dancy addition and removal which can be efficiently Perturbations in Pj are based on 2-in-2 perturbations
computed using ATPG techniques. The heuristics for introduced in /7/. These perturbations are special cases
adding one redundant wire at a time and removing of k-in-p perturbations for k=2 and p=2. Examples of
redundant wires caused by such perturbation was pro- such perturbations within Pj are shown in Figure 2b. A
posed in /4,5/. In /6/, the improved heuristics for identi- pair of perturbations of type {0 1} is injected onto the
fying gates which are good candidates for a focal wires sunk by output pins (a*, b*) - after decoding the
functionality change, was described. signals on input pins (a=0, b=1). Similarly, a single of
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Fig. 1. Perturbation region in the Boolean network

perturbation of type {1.0 } is injected onto the wire sunk
by output pin (a*) - after decoding the signals on input
pins (a=1, b=0). All 2Kx (2P-1) = 22 x (22-1) = 12 cases
of detectability functions of 2-in-2 perturbations are thus
summarized as follows:

fafb‘)[) 0
(?)b]} = faf’)()()l DTy = fabeQI Ty = fahOsh
= [ Ji0Fy s Ty = Ot s Ty = £ 0%
iy = fHOP 5 Ty = £ fhOT
(1

”"u 0}
iy = fSOF

where for example, perturbation observability function
01 18P s defined as

b
Of =

2,4 (xa*=f,b*=1)®Z(xa*=f, b*=1)

(2)

where &y designates OR-ing the respective functions for
all outputs. Given that Pj consists of m wires, a total of
12 x m x (m-1)/2 perturbations are considered. Permis-
sible perturbation in Pj is defined for any pair of wires in
P whose detectability, as per equations in (1), is identi-
calto 0.

Basic properties of perturbation region Pj:

1. Pjis perturbable if there is at least one permissible
perturbation in Pj;

2. Pjis non-perturbable if there is no permissible per-
turbation in P}.

Permissible mutation function set {(fa*, fo*)i} is synthe-
sized from the pairwise permissible perturbations in Pj.
We will also refer to this set as permissible pairwise
mutations or simply permissible mutations. Suppose
that we have the following number of permissible per-
turbations for a wire pair (a, b):
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* noo permissible perturbations for (a=0, b=0),
° npi permissible perturbations for (a=0, b=1),
° nio permissible perturbations for (a=1, b=0),
* ni1 permissible perturbations for (a=1, b=1),

the size of the set of all permissible pairwise mutations
is

l abl noo + 1)(“01 + 1)(”10 + 1)(”11 +1)~1 (8)
and the set can be denoted as
j(fa*’fb* i I iE Iab} (4)

where the mutation index set lab is computed from the
perturbation indices as follows:

{if i=j4% + k42 +14" +m4°}v(j,k,l,m)ePab (5)

and Pab is a 4-tuple of permissible perturbation indices.
For example, for (a=0, b=0) we have:

j=0: no perturbation is permissible for {0 0}ap;
=1: perturbation {0 O}ap is permissible;
j=2: perturbation {Q 0}ap is permissible;
j=3: perturbation {Q Q}ab is permissible;

and k, | and m are defined similarly for (a=0, b=1),
{a=1, b=0) and (a=1, b=1).

Permissible Mutation Subcircuit Mjis formed with the
permissible mutations from {{(fa*, fo*)i} as a maximum
cover at the minimum cost. A greedy heuristics for this
cover is given in the next section.

Hlustrative Example. We have already discussed the
target perturbation region such as Pjin Figure 2a. Given
that any of the three perturbations illustrated in Figure
2b are permissible (noo=0, no1=1, n1o=1 and n11=1),
we can synthesize up to 2-2:2-1=7 permissible muta-
tions as shown in Figure 2c. In Figure 2d, we have
tabulated permissible mutations in terms of their re-
spective perturbation and mutation indices, along with
yet to be defined mutation cost of each function, $i. For
example, the first permissible mutation fax= fafp, for=fp
in Figure 2d is synthesized by considering perturbation
{1 0} permissible (I=2). Associated perturbation index
Pab=0.0.2.0 and the corresponding mutation index
lab=0+0+2:41+0=8.

If all 12 perturbations were permissible, we would have
a choice of 44-4-4 - 1 = 255 permissible mutations for
the wire pair (a, b).

Free and Bound Wire. Wire aisreferred as free if fax=fj,
fax=fq, far="fp or fa*=1p; otherwise it is referred as bound
or covered. The same applies for wire b.
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(a) Target perturbation

region Pj

,,,,,,,,,,,

(c) Choices of permissible mutation subcircuits Mj

(b) Permissible perturbations within Pj

Type {01}

Type {10}

Type (11}

ar-ToTTTTTs

j,a*

(based on synthesis of permissible pairwise perturbations above)

(d) Relating perturbation and mutation indices to permissible mutations and mutation costs

Pert. index | Mut. index | Permissible mutations | Mutation cost
0020 8 far = Jfals S =T $:=6
0.3.2.0 56 Joo =1 for = fal $:=6
0.0.0.3 3 far = fa?b fo = Tafb $i=4
0.3.0.0 48 fo=Ffatfo fo="fufo $;=4
0.0.2.3 11 for=0 foo = fuls $i=-1
0.3.03 51 fo=fu®f fe=0 $;=-1
0323 59 fo=fufe  fr=0 $i=-1
Fig. 2 Permissible perturbation and synthesized mutation functions

Cost Classes of Permissible Mutations. For each wire
pair (a, b) and each permissible mutation i, we define a

cost $; as follows:

$i = $(a) + $(@*) + $(b) + $(b¥)

where

$(a) = -4 ifthe input pin is floating

= 0 otherwise

(6)
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$(a*) =4 if the output pin is driven by a free wire
=2 if the output pin is driven by a bound wire

=1 ifthe output pin is driven by a bound wire
and is logically equivalent to the other
output pin

=1 if the output pin is driven by a free wire
and is logically equivalent to the other
output pin

I
@

if the output pin is driven by a constant.
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Class | Mutation Cost
size | cost$; | $(a) | $(b) | $(a*) | $(b")

7 $:=8 0 0 4 4

80 $;=6 0 0 2 4

80 $:=4 0 0 2 2

20 $;=2 0 0 1 1

40 $i=-1 0 0 2 -3
8 $;=2 -4 0 1 1
16 $=-3 -4 0 4 -3
4 $;=-14 -4 -4 -3 -3

Fig. 3

and where $(b) and $(b*) are calculated similarly.

For the set of permissible perturbations in Figure 2b, the
costs of permissible mutations range from 6 to -1 as
shown in Figure 2c-d.

The cost assignment to 1/O nodes of the permissible
mutations as shown in (6) induces a partition of all 255
permissible mutations into 8 cost equivalence classes
(CEC). Generic topology of 2-input, 2-output permissi-
ble mutations into the 8 CECs is shown in Figure 3,
along with the table that depicts the size of each class,
associated with the mutation cost $i. Shaded nodes
represent fanout nodes, unshaded nodes represent
logic nodes that can implement all irredundant func-
tions of 2-inputs. The square node with 0/1 represents
a constant 0/1 signal that can prune logic nodes in the
forward path. The wire terminated with ~ represents a
floating wire that can prune logic nodes driving this wire.
Wires show no inverters, although inverters may be
presented without affecting the cost function. The cost
of the permissible mutation in each class ranges from 8
to -14. The lower the cost of the mutation, the more
pruning potential we associate with the mutation.
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Partitioning of 266 mutation functions into 8 cost equivalence classes

Since we can precompute and store all possible 212-1
perturbation indices that map into the 255 mutation
indices ranked by its cost, we can determine the mini-
mum cost mutation by simple table look-up, given the
4-tuple of permissible perturbation indicss.

3 Optimization Algorithm

Consider a sample circuit shown in Figure 4, consisting
of 20 2-input gates on 6 levels with a maximum fanout
of 4, generated with SIS /8/ for a given minimal two-level
specification. Starting at the primary inputs, we intro-
duce a perturbation region Py as a set of directed wires
that connect primary inputs to the inputs of the original
circuit, designated as a remainder R+, as shown in
Figure 4.

Given the perturbation region P1, we assign to each wire
pair a set of 2-in-2 perturbations introduced in /7/, and
determine which, if any, of these perturbations are
permissible. Permissible mutation subcircuit M; is
formed by inserting permissible pairwise mutations
from {(fa*, fo*)i} for each pair.
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Fig. 4 Sample multi-output circuit

Cost of permissible mutation subcircuit M;. Cost of
permissible mutation subcircuit Mj, denoted as $mj, is
defined as:

m

= 2. ($(a).8(a*)

i=1

b, )

where $(a) and $(a*) are the cost of input and output
pins as defined in the previous section.

Heuristics for M; synthesis. We are formulating the
problem of M; synthesis as the problem of a maximal
covering at the minimum cost. Assigning initially a tuple
of (0,4) to all wires in Mj, the synthesis problemis related
to the problem of finding a minimum cost $; for a given
set of permissible mutations {(fa*, fo*)i}.

Given a set of | lab | permissible mutations per pair (a,b),
the upper bound of the syntheses on m-output M is:

m{m-1)/2

‘Mj{ = ®)

‘ab

Greedy heuristics is used for the synthesis of permissi-
ble mutation subcircuit M. Permissible mutations, start-
ing with the lowest cost, are assigned one after another
to the free wires until all wires are bound or there are no
more permissible mutations. The approach is illustrated
in Figure 5 for M1 of the sample circuit in Figure 4. For
My, fxrr=txifxe, fxor =0 and fxrv =0, fxgr =ky+is are
selected first from the set of 36 pairs. The number of free
lines is reduced by 4 and fxa* =a, ax = fxa+fa and
fes = Tys+1ixe, fke* =fxe are selected from the set of the
remaining 10 pairs. The number of free lines is reduced
to 1 (x9) and the procedure is terminated. Complexity of
the greedy heuristics used is O(m?), where m is the
number of wires in Pj.

Using the proposed greedy approach, one of the cost
equivalent mutation subgcircuit is constructed. In order
to construct Mj with different { (fa», fo*)i}, @ backtracking
capability is embedded into the algorithm for Mj synthe-
sis,

As shown in Figure 5, new perturbation region P2 con-
sists of directed wires driven by the synthesized permis-
sible mutation subcircuit M. Remainder Rz is the
remaining circuit driven by the output wires of P2. Ap-
plying the same procedure on Pz, mutation subcircuit
Mo is synthesized as shown in Figure 6.

The steps illustrated in Figures 6 and 6, denoted as the
wave synthesis, are repeated until either the size of the
perturbation region has been reduced to the two wires
and the remainder itself becomes the last permissible
mutation subcircuit or the perturbation region is found
unperturbable.

M1 PZ
Xq N qu
93_(2_.”: % .
X
X3 3
-
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Fig. &5 Synthesis of M1 for the sample circuit
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Fig. 86

Case of Unperturbable Perturbation Region.

The problem arises when we reach the perturbation
region such as Pz in Figure 6, which is unperturbable.
In this case, we have to consider a partitioning strategy
for the remainder such as Rg in Figure 6. Remainder R;
is partitioned into two parts: one with a single output
and the other with the remaining outputs. Our decision
o select the ‘best single output candidate partition’ is
based on the notion of the extraction potential. Our
definition of the extraction potential expands the nota-
tion of replication potential introduced in /9/.

Let Az1=[1 1 1 0JT, Azoa=Az3=[0 1 1 1|7 denote the
adjacency vectors of the remainder Rs. The purpose of
the adjacency vector is to show the dependency of the
primary outputs of the circuit to the wires in the pertur-
bation region. A value of 1 for the k-th wire in the
adjacency vector denotes that there is at least one path
fromthe k-th wire to the PO Zj, while a value of 0 denotes
that there is no path from the k-th wire to the PO Z;.

The extraction potential ywzj for each PO Z; of the remain-
der is then

©)

Wz, 9‘”[/\23 ® ﬁ Az;j

j=lij

All operations performed in (9) are defined as follows:

¢ Logical XOR. For example, given Azy=[11 1 OJT and
Azo=10111]", Azt ®Aze = [1001]".

e Logical AND. For example, given Az1={1 11 OIT and
Az2={011 T]T, T12j=1 Azi=Az1 -Aze = {011 01"

° Norm. For example, given Az1={1 11 O]T, Az1]| = 3.
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Case of unperiutbable perturbation region in multi-output circuit
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Fig. 7 Partitioning perturbation regions

Single-output partition with the highest extraction po-
tential vz is selected. The higher is the extraction po-
tential for Zj, the lower is the number of common wires
of Pj driving Zi and the rernaining POs. Similarly, yzi=0
denotes that all wires of Pj drive Zj and the remaining
POs. For the adjacency vectors of the remainder R3 in
Figure 6, Az1=[1 11 0]T, Azo=Azz=[0 1 1 117, we find
yzi= ([T 11017 @®0111)T) || = 2and yzo = yz3 =
11011 11T @0 1 1 0]T) |=1. Primary output Z1 is
extracted and the remainder Rz is partitioned into Rzé=
{Z1} and Ra'={Z»,Z3} as illustrated in Figure 7. Pertur-
bation region P3® consists of wires {x1*x4* xg*} and
perturbation region Pa' of wires {x4*xg*,xg* }. Applying
the same concept on remainder Ra', the final circuit is
shown in Figure 8. It is composed of 13 2-input gates
on 4 levels with a maximum fanout of 3.

By inserting Mj, redundancy may be introduced in the
previously synthesized permissible mutation subcir-
cuits Mi (1 < i <)) as well as in the remainder Rj. We
postpone redundancy removal until the optimization
procedure terminates.
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Fig. 8 Final synthesized multi-output circuit

4 Experimental Results

We have implemented the wave synthesis algorithm as
a program WASP in Programming Language C and run
it on Sun SPARC 10 workstation. In this section, we
report our experimental results obtained with the cir-
cuits from the Benchmark set from /10/.

Table 1: Comparison of technology-independent circuit

In Table 1, we compare WASP results to the results
obtained with SIS, using the commands from script
algebraic. The initial benchmark circuits exist in the
multi-level form or in the minimum two-level repre-
sentation (circuits market with p). Since the final, tech-
nology-independent circuits generated by WASP
consist of 2-input nodes, we used command x{_split-n2
for the SIS generated circuits to split any logic nodes
with more than 2 inputs into 2-input gates. For all
circuits, we then report the number of 2-input nodes,
logic levels and the maximum fanout. The results are
summarized in Table 1. We have improved the number
of 2-input nodes for 15.64%, number of logic levels for
5.08% and the maximum fanouts for 23.01%. This con-
firms that the presented algorithm for logic optimization
optimizes the area and the maximum fanout by in gen-
eral any additional increase of the delay.

5 Conclusions

In this paper, we have introduced the concept of wave
synthesis for optimization of digital circuits. The premise
of the proposed concept is exploiting permissible per-
turbations evaluated for wire pairs within the perturba-
tion regions. Given a set of permissible functions
associated to any pair with permissible perturbations,
permissible mutation subcircuit of the lowest cost is
synthesized and inserted into the nominal circuit. The

Circuit Inp. Out. SIS WASP
Name Nmb Nmb Gates Levels Fanout Gates Levels Fanout
| cm82a 5 3 13 5 4 3 | 12 5 3
rd53P 5 3 34 6 8 22 7 4
cm138a 6 8 20 4 8 20 4 8
rd?ép 7 3 59 10 8 44 9 4
z4ml 7 4 18 9 3 18 8 3
inc® 7 9 100 9 19 94 10 13
5xp1P 7 10 94 10 15' 75 ” 9 12
rdg4P 8 4 61 14 6 49 10 3
misex1? 8 7 49 7 7 50 7 8
clip? 9 5 99 10 14 88 11 13
sao2P 10 4 128 12 17 108 13 14
x2 10 7 42 7 9 37 7 8
cm85a 11 3 36 6 5 26 8 3
1481 16 1 27 9 4 15 4 1
Total 780 118 126 658 112 97
Improvement [%] Gates: 15.64 Levels: 5.08 Fanout: 23.01
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proposed approach is feasible for single and multi-out-
put circuits. Experimental results on the benchmark
circuits demonstrated the proposed method by optimiz-
ing circuits in terms of area and wiring.
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