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Abstract: The growth of the Internet as a vehicle for secure communication has resulted in Data Encryption Standard (DES) no longer capable of
providing high-level security for data protection. Triple Data Encryption Standard (3DES) is a symmetric block cipher with 192 bits key proposed to further
enhance DES. Many applications crave for the speed of a hardware encryption implementation while trying to preserve the flexibility and low cost of a
software implementation. This project used single core module to implement encryption in Triple DES Electronic Code Book (TECB) mode, which was
modeled using hardware description language VHDL. The architecture was mapped in Altera EPF10K100EFC484-1 and EP20K200EFC6872-1X for
performance investigations and resulted in achieving encryption rate of 102.56 Mbps, area utilization of 2111 logic celis (25%) and a higher maximum
operating frequency of 78.59 MHz by implementing on the larger FPGA device EP20K200EFC672-1X. It also suggested that 3DES hardware was 2.4
times faster than its software counterpart.

Elektronski modul za izvedbo Sifriranja v TECB nacdinu

Kjuéne besede: sifriranje, DES, 3DES, FPGA, sinteza, strojna oprema

1zvleCek: Porast zahtev po uporabi varnih internetnih storitev je privedel do spoznanja, da DES standard (Data Encryption Standard) ne omogoda veé zelo
visoke zascite podatkov. Prediagani trojni DES (3DES), ki je simetricna Sifra s 192-bitnim kljuéem, naj bi dodatno izboljsal DES. izvedba 3DES standarda
v strojni opremi omogoca visoke hitrosti Sifriranja in poskusa obdrzati fleksibilnost in nizko ceno programskin resitev. V deiu opisemo uporabo elektronske-
ga modula za izvedbo 3DES TECB ( 3DES Electronic Code Block ), ki smo ga modelirali z uporabo VHDL jezika. Arhitekturo smo preslikali v Alterini FPGA
vezji in dosegli Sifrirne hitrosti 102.56 Mbps, izkoristek povrsine 2111 logic¢nih celic (25%), in visjo delovno frekvenco 78.59MHz pri uporabi vedjega vezja
EP20K200EFCE72-1X. Ocenili smo, da je elektronska izvedba 3DES do 2.4-krat hitreja od programske resitve.

protocols, secure socket layer (SSL) protocol and ATM cell
encryption. During those years, bundles of software and

1. Introduction

In the wake of advancement in computer technology and
increasingly volatile information flow, we are faced with chal-
lenges of safeguarding information that is not meant for
public knowledge /1/. ltis common to see all sorts of elec-
tronic inventions such as the cellular phone, various devic-
es in the military system and smart cards today /2/.

The growth of the Internet has contributed to the increase
in the amount of data transferred daily across regions.
These data transmissions may contain funds amounting to
millions of dollars or government records. However, these
applications require high data security. The ease in obtain-
ing and duplicating these data through resourceful parties
/e.g. hackers/ has resulted in a decline in confidence
amongst Internet users towards online transaction. As such,
it is essential to ensure the privacy and authenticity of these
data. One of the existing methods that can be used to guard
the security and authenticity of data through the Internet is
through cryptography.

Data Encryption Standard, DES has been the world wide
standard for more than 20 years /3/. DESis usedin IPSec

hardware had been developed to implement this algorithm.
However due to the need of higher security, 3DES had
been chosen based on its close relationship to DES /4/.
Triple DES is an improved version of DES and provides
better security compared to DES. This is due to its longer
key length and more rounds of DES encryptions. DES only
has an effective key length of 56 bits, which is insufficient
to resist any brute force attack today /3/. Research has
shown that a key-breaking machine that costs less than
$1 million can find a key in an average of 3.5 hours and
the costis estimated to drop by a factor of 5 every 10 years
/3/. Even though 3DES is three times slower than DES, if
used properly, it can be as strong as the 2304-bit public
key algorithm because it has longer key length. With an
increase in its security standards and compatibility to the
DES software and hardware, 3DES is clearly a better
choice compared to other algorithms such as RSA and
ECC /5/.

Due to its symmetric nature, 3DES is a better choice in en-
crypting bulk data and is therefore less expensive /1, 6/.
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3DES uses only 128 or 196 bits symmetric keys and has
simpler algorithm. ltis less complicated, less computation-
ally intensive and does not introduce much overhead. Thus,
it requires relatively inexpensive hardware /1, 3/. 3DES is
faster than RSA. Due to its much longer key length, RSA
causes high-level resource utilization and is not suitable to
be used in mobile or wireless devices as these devices
have underpowered processors /6/.

In comparison to AES, 3DES is faster /7/. The limitation
of AES exists because the cipher and its inverse use dif-
ferent codes and/or tables. As such, it does not have bidi-
rectional architecture for encryption and decryption as that
of the 3DES. The inverse cipher can only partially reuse
the circuitry that implements the cipher, resulting in a larg-
er hardware presumably.

Hardware realization of cryptography has the advantages
of being more secured and faster in speed /8/. It gives a
higher performance as desired /9/. Even though software
implementation of cryptography uses general-purpose
processors that offer enough power to satisfy the needs of
individuals, hardware realization is the only way to achieve
speeds that is more significant than the general-purpose
microprocessor /10/. This feature is important for com-
mercial and communication purposes as this is shown in
/9/ that security related processing can consume up to
95% of a server’'s processing capacity. By using a dedicat-
ed hardware to run encryption application, more comput-
ing can be done within a stipulated period due to parallel
processing. Field Programmable Gate Array (FPGA) offers
a potential alternative to speed up the hardware realiza-
tion. From the perspective of computer-aided design, FPGA
comes with the merits of lower cost, higher density, and
shorter design cycle. The programmability and simplicity
of FPGA made it favorable for prototyping digital system.

In this paper, the framework of FPGA-based hardware re-
alization of cryptography using 3DES is proposed. With
this approach, both the speed and performance are pre-
served without the need to trade-off between these two
important criteria in encryption and decryption. In this
method, VHDL (Very High Speed Integrated Circuit Hard-
ware Description Language) is selected as the hardware
description language to realize the system.

2. Triple DES Algorithm

Triple DES encrypts a block of 64-bit data using two or
three unrelated 64 bits keys /5/. The internal operation
done on these data is similar to that of DES where the only
difference is that DES consists of 16 iterations whereas
3DES consists of 48 iterations. In other word, 3DES con-
tains three successive DES operations. Out of the 64-bit
key used in DES, the effective key size is only 56 bits. The
eighth bit in each byte is used for odd parity checking and
isthus ignored. As such the total effective key size for 3DES
is 168 bits.
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A DES encryption operation is divided into two stages in-
volving the key and the data. In the first stage, 16 subkeys
are created from the key whereas the encryption of data
message is occurred in the second stage.

During the first stage, permutation is initially done on the
64-bit key and resulting in a 56-bit permutated key. After
key permutation, this 56-bit permutated key is divided into
left and right halves Co and Dg, where each half has 28
bits. With Co and Dg defined, sixteen blocks Cp and Dy,
where n = 1, 2, 3,..., 16 are formed by left shifting Cpn.1
and D,.¢ (once ortwice). C, and D, are then concatenated
to form a 56-bit data, C,D,. This 56-bit data is then permu-
tated and resulted in 48-bit subkeys formed. After 16 iter-
ations, 16 sets of subkeys are created. These subkeys are
used for data encryption during the second stage.

During the second stage, permutation is done on the 64-
bit message data block, M. As this is the first permutation
process being done on the data, it is called Initial Permu-
tation. The permutated data are then divided into left half
Lo and right half Ry, each having 32 bits. It is followed by
16 iterations of operations, using function f, which oper-
ates on two blocks: data block of 32 bits and subkey block
of 48 bits to produce an output block of 32 bits.

Ln = Rp1 (1)
Rl7=Ln-1 +f(Rn~1, Kn)Wheren=1,2,3,..., 16 (2)

As shown in (1) and (2), during each of the 16 iterations,
the right 32 bits of the previous iteration, Ry.1 is used as
the left 32 bits of the current iteration, L. The right 32 bits
in the current iteration, Ry is obtained by implementing XOR
to the left 32 bits of the previous step with f function.

To calculate f function, each block Rp.1 is expanded from
32 bits to 48 bits and the expanded Rn.1, E(Rn-1) is then
XORed with the block of subkey Ky, i.e.,

Kn + E (Rp.1) = B1B2B3B4BsBsB7Bs (3)

where n =1, 2, 3,..., 16 and B, is a group of 6 bits. This
results in a 48-bit block, which is then divided into
B1B:B3B4BsBsB7Bgs. Each B; gives an address in a differ-
ent S box, S;. The 4-bit blocks for the entire eight S boxes
are combined to form a 32 -bit block.

Function f is obtained by implementing permutation on the
group output such as,

f=P(S1(B1)S2(B2)... Ss(Bg)) (4

At the end of the sixteenth iteration, the order of the two
blocks LisR16 is reversed to Risl1s before applying the
permutation on the reversed block. This is the last permu-
tation to be done on the data, thus being called the Final
Permutation.

Decryption in DES uses the same process as the encryp-
tion operation. The only difference lies in the order in which
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the subkeys are used. In the decryption process, the sub-
keys are used in reverse order, meaning that K1 is applied
first with K being applied last.

Triple DES shows a high level of similarity in operation to
that of DES. Encryption and decryption in 3DES are done
by compounding the operation of DES encryption Ex(/) and
decryption D(l) operations. Encryption operation in 3DES
is defined by,

Encryption = Exs(Dk2(Ex1(1))) (5)
whereas the decryption operation is defined by,
Decryption = Dk1(Ex2(Dks(1))) (8)

From equation (5), it shows that the plaintext is first en-
crypted by K1 using DES. The encrypted data is then de-
crypted by K2 before being encrypted by K3. In contrast
to that, equation (8) indicates that the 3DES cipher text is
initially decrypted by K3 using DES, whereby the result is
then being encrypted by K2. The plaintext is recovered by
decrypting the output from second DES operation by K1.

Final permutation is actually the inverse operation of initial
permutation. As such in a 3DES operation, the initial per-
mutation of the second DES round cancels the final per-
mutation of the first DES round. This is the same in the
third DES round where its initial permutation cancels off
the final permutation of the second DES round, leaving
only an initial permutation and a final permutation during
the whole 3DES operation.

3. Design Flow of 3DES Single Core
Module

The specification of the 3DES core is set prior to the start
of the design process. Different 3DES operation mode
could result in different design complexity and different level
of security. As such, a trade off between these two condi-
tions must be taken into consideration during the design
stage. As to avoid complicated design, 3DES Electronic
Code Book {TECB) had been chosen as the mode of op-
eration in this project. This resulted in reduced area utiliza-
tion and compromised security level in the core design.

Due to varying number of bits being shifted during the differ-
ent iteration rounds, normal shift register could not be used.
A counter had to be added in the design so as to determine
the current iteration round. The input signals to the shifting
module were shifted appropriately depending on the output
of the counter. The output of counter must be passed cor-
rectly to the shifting module. Error in connections such as
MSB of the counter output being connected to the LSB of
the shifting module input could result in error in bit shifting.

During DES encryption operation, the subkeys were trans-
mitted in the sequence of 1 to 16 whereas during DES
decryption operation, the subkeys were transmitted in the
sequence of 16 to 1. The initial design in mind was to have

a multiplexer and a demultiplexer. The 16 subkeys were
multiplexed. This was then followed by demultiplexing these
multiplexed subkeys either in the sequence of 1 to 16 or
from 16 to 1. The sequence in which the subkeys were
sent out was determined by the select signal of the demul-
tiplexer. However, this design was difficult to implement as
complicated control signals were needed to obtain the 16
subkeys in the correct sequence. These subkeys had to
be stored in registers before being demultiplexed.

Based on this, the design of the full implementation of 3DES
encryption engine was produced as shown in Figure 1.
The multiplexers and demultiplexers in Figure 1 played the
role of realising the 16 iterations in a DES operation and
the 48 iterations in the 3DES operation.

b 64 bits Input

Subkey Parimuation

48 birs sublevs

Fig. 1:  Full implementation of 3DES

4. Simulation and Synthesis

4.1 Functional Simulation

Functional simulation was done to verify that the design
behaved as expected on the VHDL. coding using MAX PLUS
Il software. Since the delay of the combinational logic and
wires were not known, the signal suffered only a constant
signal change delay of 0.1ns. This delay must be taken
into consideration. As the design operated on positive clock
edge, this delay could cause the response of the circuit to
be delayed by 1 clock cycle. As such, the processes of
the other modules were also delayed 1 clock cycle so as
to synchronize the operation of the whole design.

The validation of the 3DES operation was done by refer-
ring to /11/, where the data message was encrypted based
on DES. Validation of the above design after 16 iterations
showed the same result as that of DES in /11/. To further
verify the design, a simulation done for the whole 3DES
operation showed that the encrypted input data could be
decrypted to recover the original data message. The two
aforementioned verification methods indicated that this
design implemented 3DES correctly. The timing diagrams
obtained from the simulation that was done during the ver-
ification process are shown in Figure 2 and Figure 3 for
encryption and decryption respectively.
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Fig. 3:  Function simulation of decryption operation

From Figure 2, the keys used in the encryption of data
message 0123456789ABCDEF were 133457799BB-
CDFF1, BC12345678912345 and
AC83413249B3EF38. The cipher resulted text was
904B451FE30662FB. During the decryption operation,
the cipher text was decrypted to obtain the original data
message of 0123456789ABCDEF as shown in Figure 3.

4.2 Synthesis and Optimization

With the functional simulation showing the correct behav-
joural result, synthesis was done using Altera Quartus 1
4.0 software on the core design implemented into FPGA.
Device family that could fit the design into it was chosen
and the timing requirements were set.

Different FPGA could result in different maximum frequen-
cy obtained. A larger FPGA device family such as
APEX20KE gave a higher maximum clock frequency than
FLEX10KE. This was an important criterion to be consid-
ered while deciding on the FPGA to be used even though
the design could be fitted into both. The smaller device
family had a higher resource utilization percentage. By
deciding to use a larger device family, speed optimization
had been given priority in view of excessive amount of re-
source in the FPGA selected.

168

There was a trade off between area and speed. A higher
number of logic elements used that resulted in higher max-
imum operating frequency. Initial synthesis of the design
on APEX20KE family gave a maximum frequency of 72.77
MHz. However, after switching off the ‘Remove Duplicate
Registers’ and ‘Remove Duplicate Logic’ setting, the max-
imum operating frequency achieved approximately 77MHz.
The logic cells used that summed up to be 25%, which
was 2% more than the previous setting. By setting the
maximum frequency requirement to 80MHz, a higher val-
ue of 78.59 MHz was achieved. This was the highest max-
imum clock frequency value with APEX20KE family that
could be obtained from the optimization process.

4.3 Timing Simulation

Timing simulation was performed to verify that the module
functioned correctly and there were no timing violations in
the implemented design. The functional simulation was
done using MAX PLUS I software but the timing simula-
tion was done using Quartus il 4.0 software.

During timing simulation, the total delay of the wires and
combinational logic was taken into account. Initial testing
using the clock signal having frequency that was higher
than that of maximum operating frequency resulted in er-
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roneous output. The result obtained was not the encrypt-
ed data message. This was because the encrypted data
cannot be decrypted to recover the initial data message.
The total delay had exceeded one clock cycle period.

The clock signal period was then set to 13ns. This clock-
ing period was larger than the total wire and combinational
logic delay. Different sets of keys and input data blocks
were used during the simulation. It was found that the en-
crypted data could be decrypted to recover the original
data. Besides that, the reset pin had also been tested.
Reset signal was set to ‘high’ to reset the design.

4.4 Synthesis Results
Table 1: Synthesis results

Family APEX20KE
Device EP20K200EFC672-1X
Name Core

2111 /8320 (25%)
325/376 (86%)
2048 / 106496 (1%)

Total logic elements
Total 1/O pins
Total memory bits

Total PLLs 0/2(0%)
Total combinational functions | 2110

Total registers 408
Performance, .. 78.59 MHz
Clock period 12.724 ns

Table 1 shows the synthesis results of the 3DES encryp-
tion engine. The FPGA family that had been selected for
the realization of 3DES encryption engine was APEX20KE
(more precisely, EP20K200EFC672-1X).

Out of the 8320 logic elements contained in the device, a
total of 2111 logic cells were used. Atotal of 325 1/0 pins
were utilized, which is equivalent to 86 percent of the total
pins in the device. Out of these 325 pins, 65 pins were
output pins while the remaining 260 pins were input pins.
Out of a total of 106496 memory bits in the device, 2048
of them were utilized. This is equivalent to 1 percent of the
total memory bits resource. Besides that, the total number
of registers used in the EP20K200EFC672-1X device

summed up to be 408. A maximum clock frequency of
78.59 MHz was obtained. The clock signal that was used
in the device must have a period of at least 12.724 ns. Any
period below this value gave a faulty result.

4.5 Timing and Area Analysis

The results for timing and area analysis of the main mod-
ules are presented in terms of maximum operating frequen-
cy and logic cell (LC). The analysis was done using Quar-
tus Il software. The devices chosen for the implementa-
tion were EP20K200EFC67 2-1X of APEX20KE family and
EPF10K100EFC484-1 of FLEX10KE family. Comparison
was done between the two devices.

Tables 2 and 3 show the effect of registers and logic cells
duplication in EP20K200EFCB72-1X and
EPF10K100EFC484-1 respectively when the full 3DES
architecture was mapped into them. To implement these
features, the 'Remove Duplicate Registers’ and ‘Remove
Duplicate Logic’ settings were selected or deselected.

When the 'Remove Duplicate Registers’ and ‘Remove Du-
plicate Logic’ settings were selected during the hardware
implementation of the encryption module in
EP20K200EFC672-1X, this resulted in lower area utiliza-
tion of 1984 logic cells and lower maximum operating fre-
quency of 72.77 MHz. When these settings were dese-
lected, higher area utilization of 2111 logic cells and high-
er maximum operating frequency of 78.59 MHz was ob-
tained.

However, that is not the case when EPF10K100EFC484-
1 was used. Selecting the ‘Remove Duplicate Registers’
and ‘Remove Duplicate Logic’ setting resulted in lower area
utilization but higher maximum operating frequency.

Table 4 shows the synthesis results for the final design of
the project. Two devices were used, namely
EP20K200EFC672-1X and EPF10K100EFC484-1.
EP20K200EFC672-1X is a larger device compared to
EPF10K100EFC484-1.

Table 2: Effect of registers and logic cells duplication in EP20K200EFC672-1X

‘Remove Duplicate Area (LC) Clock Period | Maximum Operating
Registers’ and ‘ Remove (ns) Frequency (MHZz)
Duplicate Logic’
On 1984 / 8320 (23%) 13.742 72.77
Off 211178320 (25%) 12.724 78.59

Table 3: Effect of registers and logic cells duplication in EPF10K100EFC484-1

‘Remove Duplicate Area (LC) Clock Period | Maximum Operating
Registers’ and ‘Remove (ns) Frequency (MH2z)
Duplicate Logic’
On 1924 /4992 (38%) 17.5 57.14
Off 2080 / 4992 (42%) 17.6 56.82
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Table 4: Synthesis results

Device Area (LC) Clock Period | Maximum Operating
(ns) Frequency (MHz)
EP20K200EFC672-1X 2111/ 8320 (25%) 12.724 78.59
EPF10K100EFC484-1 1924 /4992 (38%) 17.5 57.14

When the larger device was used, it was found that the
final design had a higher maximum operating frequency of
78.59 MHz. It utilized more logic cells. However, when
the smaller device from FLEX10KE family was used, it only
had a maximum operating frequency of 57.14 MHz. Be-
sides that, the design used only 1924 logic cells of the
resource, which was lesser than the 2111 logic cells used
in EP20K200EFCB72-1X.

With this, it can be concluded that the mapping of the de-
sign architecture on different devices can result in differ-
ent maximum operating frequency and area utilization. A
larger device results in higher maximum operating frequen-
cy and larger area utilization. As such, considerable deci-
sion must be taken on whether a faster operation is need-
ed or a smaller device is required.

Figure 4 demonstrates the RTL view of the core entity. ltis
shown that core was formed by three smaller entities,
namely s_mac, key_block and inp_block. Each of these
entities had its own unigue function. S_mac controlled and
synchronized the operations of the other two entities while
key_block processed the three keys, producing the sub-
keys needed before sending them to inp_block. Inp_block
was the entity where the actual encryption and decryption
of the plaintext occurred.

Table 5: Comparisons between hardware and software
implementation

3DES (FPGA) | 3DES (software)
Key size (bits) 192 192
Data rate (Mbps)| 102.56 42.9

Table 5 shows the comparisons done on the performanc-
es of the hardware and software implementation of 3DES.
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Fig. 4: RTL view of core entity

170

Triple DES was implemented into FPGA and as well as
MATLAB using an Intel Pentium Ill 866 MHz machine. It
shows that 3DES hardware was significantly (2.4 times)
faster than its software counterpart. The 3DES software
could only manage a data rate of 42.9 Mbps compared to
102.56 Mbps of 3DES hardware.

5. Conclusions

The hardware implementation of 3DES encryption engine
on FPGA chip was realized. The chip selected was
EP20K200EFC672-1X of APEX20KE family. It could en-
crypt data at a rate of 102.56 Mbps, with a maximum op-
erating frequency of 78.59 MHz and area utilization of 2111
logic cells.

The throughput of 102.56 Mbps in the current full imple-
mentation of 3DES core can be considered as low by in-
dustry standard. As such, to improve the throughput of the
design, pipelining of the iterations process can be imple-
mented. Registers can be added to store data during the
pipelining process. This will invariably reduce the maximum
clock frequency; however the number of clock cycles be-
ing used for one complete 3DES operation can be greatly
reduced, thus reducing the latency.

To allow more secured encryption process, additional
3DES operation modes can be added to the core module.
Currently, the encryption hardware only operates under
TECB mode. By including more modes of operation, us-
ers can choose to operate under certain mode, depend-
ing on their preference.
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